Compare Kruskal’s algorithm to Prim’s
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1. How are they different?

|  |  |
| --- | --- |
| Kruskal’s algorithm | Prim’s algorithm |
| It starts to build the Minimum Spanning Tree from the vertex carrying minimum weight in the graph. | It starts to build the Minimum Spanning Tree from any vertex in the graph. |
| Need to sort all the edges in non-decreasing order of their weight. | No need to sort the edges. |
| Edge based | Vertex based |
| It traverses one node only once. | It traverses one node more than one time to get the minimum distance. |
| Gives disconnected components (can generate more than one tree) | Gives connected component (1 tree) |
| it can work on disconnected components | it works only on connected graph. |
| Need to check if edges acyclic or not, in each iteration | No need to check if there are cyclic. |
| Time complexity is O (E log E) | Time complexity is O (E log V) |

2. How are they similar?

- Both are methods for solving problem.

- Both are greedy algorithm to Find the minimum spanning tree (MST)

3. What similarities and differences seem significant?

4. What interpretation or conclusion is suggested by the significant similarities and differences?

Both Prim’s and Kruskal’s algorithm finds the Minimum Spanning Tree. The most important idea of Kruskal’s algorithm to Prim’s is efficiency in their field. So, Choose the Kruskal algorithm is found to run faster in sparse graphs. Whereas, Prim's algorithm is found to run faster in dense graphs with more number of edges than vertices.

5. Write your conclusions in your own words